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Lattice dynamics in the conformational
environment of multilayered hexagonal boron
nitride (h-BN) results in peculiar infrared
optical responses†

Luigi Cigarini, * Michal Novotný and František Karlický *

Stacking mismatches in hexagonal boron nitride (h-BN) nanostructures affect their photonic, mechanical,

and thermal properties. To access information about the stacked configuration of layered ensembles,

highly sophisticated techniques like X-ray photoemission spectroscopy or electron microscopy are

necessary. Here, instead, by taking advantage of the geometrical and chemical nature of h-BN, we show

how simple structural models, based on shortened interplanar distances, can produce effective charge

densities. Accounting these in the non-analytical part of the lattice dynamical description makes it

possible to access information about the composition of differently stacked variants in experimental

samples characterized by infrared spectroscopy. The results are obtained by density functional theory

and confirmed by various functionals and pseudopotential approximations. Even though the method is

shown using h-BN, the conclusions are more general and show how effective dielectric models can be

considered as valuable theoretical pathways for the vibrational structure of any layered material.

1 Introduction

Layered materials are widely studied due to their ability to form
stable single-layer (2D) crystals. Exotic and unexpected properties
like astounding electronic conductivity or unusual optical response1

can arise in some materials when reduced to their 2D forms.2

Hexagonal boron nitride (h-BN) is considered a counterpart to
graphene as its structure is almost identical, yet h-BN is a semi-
conductor with a relatively large electronic (6.08 eV)3–5 and optical
(5.69 eV)4–6 band gap in bulk. Single h-BN layers can be efficiently
used as dielectric layers in graphene nanostructures, electronics,
or for lubrication, or directly replace other materials for high-
temperature applications.7 The crystalline structure of h-BN has
been addressed in previous theoretical studies,4,8–16 yet the ques-
tion of stability for different possible stacking orders has not been
answered to a satisfactory level.4,14,15,17,18

From a geometrical point of view, it is clear that a wide variety of
stacking arrangements are possible for the displacement of con-
tiguous planes and several of them have been reported experi-
mentally.19–24 Five possible arrangements are shown in Fig. 1.

The AA0 and AB types of stacking orders have been observed
by atomic resolution imaging19,24 and are known to be stable.

H-BN is generally considered to be in the AA0 stacking. New
experimental routes22 recently showed how to produce a purely
AB stacked material. AA and A0B have been reported by theore-
tical calculations to be unstable,14 nevertheless they have been
found in traces in experimental measurements,20,21 while at the
same time the actual amount of AB0 stacking in h-BN samples
remains unclear.14,18,23,25,26 The uncertainty is increased by the
wide variability in experimental data obtained from infrared
optical responses,27–33 Raman optical activity and27,34–36 photo-
luminescence spectroscopy.37–39 This may be due to a variety of
different sources (among others: possible poly-crystallinity,
presence of amorphous regions, impurities), including stacking
defects and variability in the amount of differently stacked regions
in the probed specimens. Although many stacking combinations
are possible, only two27 or three40 of them have been considered
in different theoretical studies related to the interpretation of

Fig. 1 Five different stacking orders in hexagonal boron nitride (top and
axonometric views).
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experimental results. Until now, there has been no reported
simple way to unravel the stacking composition of samples.

An accurate description of the lattice dynamics and stacking
composition of bulk h-BN would produce a better explanation
of experiments41 and might contribute to achieving higher
control over the crystalline aspects of the produced samples,
as well as finer tuning of the final properties of interest, a
precise value of thermal conductivity42–45 or optical and photo-
nic response,26,46–49 and control over the materials in nano-
structuring processes.36,41,50–52 An important example of how
stacking behaviour may have a practical impact is in the recent
discovery that the local strain of the h-BN lattice framework is
related to the single photon quantum emission properties.53

But, specifically, a great anisotropy between the parallel and
perpendicular plane dielectric constants has been reported
for bulk h-BN in theoretical12 and experimental studies,27 yet
theoretical models failed to reproduce the measured results.13

As we thoroughly describe in Section 2.3, the different nature of
the physical forces involved (covalent in-plane interactions and
the inter-plane van der Waals forces) makes striving for a
uniform theoretical interpretation extremely difficult.

Theoretical descriptions of the lattice dynamics of solids usually
utilize density functional theory (DFT).54 Particularly, local density
approximation (LDA) exchange–correlation (xc) functionals are
often reported to be the best compromise for a consistent descrip-
tion of h-BN,17,40,55,56 nevertheless, satisfactory theoretical interpre-
tation has not yet been reported on the paradoxical success of LDA.
Janotti et al.57 performed all electron DFT calculations on bulk
h-BN. The comparison of LDA results with the more sophisticated
generalized gradient approximation (GGA) did not produce sub-
stantial improvement in the interpretation of the stacking inter-
action. The same conclusion was reported by Mosuang et al.40 with
the use of norm-conserving (NC) pseudopotential (PP) approxima-
tions. LDA theoretical implementations have produced results in a
relatively satisfactory agreement with experimental values for the
calculations of lattice constants, bulk moduli and cohesive energies
of this material by employing any norm-conserving (NC),12,40

ultrasoft (US)11 or projector augmented-wave (PAW)58 pseudo-
potential (PP) approximations. Kim et al.59 reported a significant
improvement in the calculation of lattice constants using Troullier–
Martins60 NC PP, generated within the GGA correction, but imple-
mented in an LDA xc functional theory. As a consequence, the
lattice dynamics of bulk h-BN and the issue of relative stability of
the different stacking orders until the present work, has been
examined mainly by LDA approaches, employing US PP13,14,61,62

and NC PP.8,17,63 GGA approaches64 never showed noticeable
improvement before. A new promising candidate to resolve these
issues, the strongly constrained and appropriately normed
(SCAN)65,66 functional has been advanced to deal efficiently with
diversely bonded materials (including covalent and van der Waals
interactions).

In this work, we present a comprehensive study of the lattice
dynamics of bulk h-BN comparing five different possible stacking
variants (within different levels of DFT functionals, PPs and vdW
corrections). We employ an original methodology, based on a
separate description of the analytical (inter-atomic force constants)

and non-analytical parts (Born effective charges and dielectric
tensors) of the dynamical matrix and we propose a simple, but
effective, approach for the non-analytical calculations. Our chosen
methodology of utilizing different levels of theory (LDA, GGA,
SCAN, US-PP, NC-PP, and PAW-PP) is not merely empirical, but
arises from a careful consideration of the physics responsible for
nuclear motion and dielectric dynamics. Using the available
experimental data (without insights into their conformational
composition), we are able to assess the quality of our calculations
(Section 3.3) and derive a semi-empirical method (Section 3.4)
which is potentially able to determine the conformational compo-
sition of the given samples. Overcoming the possible experimental
difficulties, future developments (comprehensive data sets and
powerful theoretical implementations) could permit a numerical
shift in the present model and result, then, in an accurate inter-
pretation of the measurements.

2 Methods
2.1 Lattice dynamics

We first analyzed the structure of the considered systems by
means of well established phonon dynamical theories, within
the theoretical scheme of the harmonic approximation. The
vibrational movements, in periodic systems, are defined by a
wave vector q and a mode number n. For each wave vector and
mode it is possible to determine energy (vibrational frequency
on(q)) and displacements vectors ua

s,n(q) by solving the phononic
eigenvalue problem67–69 deriving the interatomic force constants
(IFC) by means of a finite displacements (FD) method.

This analytical approach is not sufficient to account for long-
range Coulombic forces which originate in real crystal structures
and give rise to longitudinal-transverse optical (LO-TO) mode
splitting. It is necessary to introduce a non-analytical (NA) correc-
tion term in the computed dynamical matrices. This approach
was first derived by Cochran and Cowley70 based on the Born and
Huang71 theoretical framework, successively adapted by Pick et al.
in the form which is currently implemented in the modern
theories.13,72 It is based on a separation of the dynamical matrix
into two different terms. The eigenvalue problem can then be
reformulated, in real space, for the a direction (without noting the
explicit dependence over q of o, W and N):

oa
2W ¼ N þ 4p

eð1Þaa

ZdabZT

 !
W ; (1)

where the W matrix contains the displacement vectors us of the
atoms of mass ms (labeled by index s): Wa

s ¼
ffiffiffiffiffi
ms
p � uas . The N

matrix contains information about the interatomic force con-

stants (IFC) of the system: Nab
st ðqÞ / ~Cab

st ðqÞ=ð
ffiffiffiffiffiffiffiffiffi
msmt
p Þ where t is a

second index for nuclei. ~Cab
st ðqÞ ¼

P
l

e�iqRlCab
st ðRlÞ is the analyti-

cal part of the dynamical matrix of the system. Cab
st (Rl) are the

elements of the IFC, defined as:

Cab
st ðl;mÞ ¼

@2E

@uas ðlÞ@u
b
t ðmÞ

; (2)
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where E is the total energy of the system, Rl is the nuclear
coordinates matrix in the l unit cell, l and m are indices of
different unit cells. The explicit dependency of Cab

st on couples
of unit cell (l,m) is intended, in eqn (2), to account for numerical
implementations of IFC calculation. In the NA part, the Z matrix

(Zab
s ¼ Qab

s =
ffiffiffiffiffi
ms
p

) contains elements of the Q matrix of the effec-

tive charges (later defined in eqn (6)).
Giannozzi et al.,73 Ohba et al.13,74 and Gonze et al.75 obtained

effective charges and dielectric tensors by density functional per-
turbation theory (DFPT) and directly related them to the LO-TO
splitting of the phononic modes and absorption activities. In a

slightly different approach, here we consider the charges Q�abs
76

and dielectric tensors e calculated by DFPT as numerical counter-
parts of the Q matrix elements and e(N) matrices of fictitious
systems (the problem is shifted to the ideal creation of them and
understanding the underlying relation). By constraining the cell
in a single direction (perpendicular to the BN planes), we
propose the aforementioned systems and thereby approximate
the dynamical behavior of the dielectric dispersion matrix.

2.2 Infrared optical response

Porezag et al.77 applied the pioneering work of Wilson et al.69 to
derive an expression for the absorption activity of phononic
modes. The infrared (IR) absorption activity of a mode n is:

I IRn ¼
np
3c

@l

@q

����
����
2

n
; (3)

where n is the particle density, c is the velocity of light and l is
the electric dipole moment of the system. The expression is

reformulated by defining the Born effective charges Q�abs
67:

I IRn ¼
X
a

X
s;b

Q�abs ubs;n

�����
�����
2

: (4)

Our use of DFPT in the calculation of the NA dynamical

parameters (e.g. Q�abs , which also takes part, eqn (4), in the IR
activity) differs conceptually from how the theory was originally
conceived. Here we propose it as a numerical tool, which
permits one to relate uniquely every (possibly fictitious) charge
density function to an absorption spectrum. We point out that
the G point eigenvectors of the IR active modes can be directly
compared with the experimental peak frequencies, and we
notice that a natural broadening of the spectral lines, in a
Lorentz function shape, occurs due to the finite lifetime of the
phonon collective excitations as a consequence of scattering
processes.

2.3 Semi-empirical description of the dielectric dynamics

In this paragraph, we present a short qualitative description that
introduces our original approach. We begin with a molecular
orbital (MO) depiction of the multilayered h-BN system, where
the sp3 orbitals related to the nitrogen atoms bear an electronic
‘‘lone pair’’. In this picture, the configuration of the orbitals and
the relevant electronic clouds resonate between two limit forms
in the upper and lower sides of the h-BN plane (ammonia-like

inversion movement, see Fig. 2). Strong instantaneous dipoles
are responsible for the van der Waals stacking interaction, in a
continuous fluctuation of the charge density (and dielectric
dispersion) between the two sides of the h-BN plane.

Cochran and Cowley70 elegantly derived the following relation
between the fluctuations of the dielectric dispersion involved in
a vibrational mode related to the lattice dynamics of it (the ratio
on the left side of eqn (5) between the frequencies on of phonons
and dielectric dispersion frequencies On) and the quotient of two
dielectric constants of the system (on the right side of eqn (5)):

Y3n
n¼4

oa
n

On

� �2

¼ eð0Þaa

eð1Þaa

; (5)

where n is the index denoting different normal vibrational
modes, n is the total number of atoms in the asymmetric unit,
a is a space direction (x3y3z), and e(N) and e(0) are respectively
the high frequency and static dielectric tensors. Recall that the
high frequency dielectric tensor e(N) depends only on the
electronic susceptibility, i.e. just on charge density fluctuations,
while the static dielectric tensor e(0) depends also on the lattice
dynamics.70,71

Ideally, two distinct values of frequency, on and On, could be
associated to a normal mode (eqn (5)), but in a mode with zero
component of polarization in the a direction On = oa

n. However,
the dielectric dispersion frequencies (rigorously defined also in
ref. 70) could be thought of as the frequencies of vibration of a
fictitious system in which the dielectric dynamics is reproduced
exactly. The dielectric dynamics can be described as dependent
on an ideal ‘‘apparent charge density’’ r(Q)(r), r � (x,y,z), acting
in determining the effective polarization of the crystal.

Accounting for this idealization, the total polarization is
composed, in addition to the simple electronic polarization, by
an ionic term QTU:70,71

Pa ¼
X
s

Qab
s ubs þ wabEa; (6)

where U is the matrix of the ionic displacements uas, w is the
electronic susceptibility matrix, and Ea is the real space compo-
nents of the macroscopic electric field vector. The Q matrix
(dimension 3n � 3, where n is the total number of atoms in the
unit cell) is an expression of the ‘‘apparent charge density’’ r(Q)(r).
Understanding this relation (r(Q)(r) - Q) is one of the purposes of

Fig. 2 Four different dynamical ‘‘snapshots’’ of the IR active A2u vibrational
mode of the AA0 configuration of h-BN (periodic movement in time is
indicated by numbers and black arrows), which correspond to an ammonia-
like inversion movement. Green arrows indicate the direction and magnitude
of the displacement eigenvectors of the atom from its equilibrium position.
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this study (for which we propose DFPT as a numerical tool,
applied to fictitious, shortened systems).

We note that a given geometrical configuration and ground
state charge density produce a unique ‘‘apparent charge density’’
r(Q)(r). This means that not only two systems with different
geometrical conformations, but even two systems with the same
geometrical conformation and different ground state charge
density distributions (e.g. calculated with different DFT xc
functionals, or different pseudopotential approximations) can
be thought of as simulating diverse systems or as simulating
varying average phases in a charge density fluctuation process,
like that involved in a phononic mode vibration (like the A2u,
qualitatively depicted in Fig. 2).

By shortening the c lattice parameter (orthogonal to the
h-BN planes), we can produce systems in which the frequency
of vibration of the dielectric dispersion Ofict.

n associated to the
A2u mode, approaches progressively the On of the real system.70

By determining an optimal shortening percentage, the uniquely

produced Q�abs and e effectively model the Q matrix elements and
e(N) matrices of real systems (NA parameters of the dynamical
matrices), respectively, i.e. reproduce the actual ratio between
the intensities of the two IR active absorptions. This optimiza-
tion can also be observed when looking at the charge densities,
as seen in the Appendix: the ‘‘apparent charge density’’, in the
hypothetical polar cones of nitrogen, of the optimally shortened
fictitious system mimics the effective function r(Q)(r) of the real
system.

2.4 Computational details

The calculations are performed by means of the Quantum
Espresso (QE)78 package and VASP code,79–82 using a periodic
density functional theory (DFT)54 in a plane waves (PW) basis
set.78–83 We treat the exchange–correlation (xc) potential within
the electronic Hamiltonian in different manners: Local Density
Approximation (LDA),84 Generalized Gradient Approximation
(GGA)85 in the well-known Perdew–Burke–Ernzerhof (PBE)86

formulation and the recently proposed Strongly Constrained
and Appropriately Normed (SCAN)65,66 functional. We employ
the Vanderbilt Ultrasoft (US) PP,87 Troullier–Martins FHI
Norm-conserving (NC) PP60,88–91 methods and the Projector
Augmented-Wave (PAW) method of Blöchl.92 US and PAW PP,
in spite of a lower cutoff value in the PW basis set and a
sensible reduction of computational time, do not guarantee the
conservation of the norm for the resulting wave functions in
comparison with all electron calculations, especially outside
the core–shell regions of atoms. This drawback could particularly
affect properties like phonons, which involve the calculation of
interactions at longer than optimal distances with respect to
covalent bonds. For this reason, in some of our implementations,
we recalculate the charge densities after each diagonalization
step, using dramatically higher (8–20 times) values of cutoff for
the PW (see values of Ecut.r with respect to Ecut. in the ESI†
(Table TSI)).

To account for the lack of DFT to properly calculate weak
interactions such as the interplanar van der Waals forces,

we supplemented our DFT with empirical dispersion correction
methods: Grimme-D293 and D3 with Becke–Johnson damping
(D3BJ)94 methods, Tkatchenko-Scheffler method (TS)95 as well
as the SCAN + rVV1096 functional.

For each method we performed structural relaxations and
phonon dispersion calculations. The calculation parameters and
methods are summed up in the ESI† (Table TSI). We employ
different fitting techniques to extrapolate the optimal structural
parameters and the resulting values used in subsequent calcula-
tions are reported too, in the ESI† (Table TSII). The IFC have
been calculated, after geometrical optimization, by means of a
FD approach. From here on, the symmetries of the structures
have been imposed as reported in the ESI,† Table TSIII. For the
FD self-consistent field (SCF) calculations we employed VASP in
conjunction with the Phonopy code97 and the PW and FD
algorithms included in QE. The DFPT Born effective charges
and DFPT dielectric tensors13,73,74 (here numerical expressions
of Q matrix elements and e(N) matrices) are obtained setting a
threshold for self-consistency of 1.36� 10�12 eV. The reported IR
spectra are calculated by applying a Lorentz broadening function
to the absorption intensities of the vibrational modes in order
to have a half width at half maximum of 10 cm�1. We separately
applied the broadening functions to the single phonon spectral
lines.

The potential energy surfaces (PESs) presented in Fig. 3 and
in the ESI† (Fig. S1) have been obtained by means of the QE
package with single point SCF calculations. These have been
performed on Monkhorst–Pack 8 � 8 � 8 k-points grids, with a
SCF convergence threshold of 1.36 � 10�7 eV and all the other
parameters as reported in the ESI† (Table TSI). The PESs are
calculated at the resolution of 60 � 60 single point calculations
on shifted structures, spanning the x and y directions from
�0.5 Å to 0.5 Å, originating in the five symmetrical points of
Fig. 1.

3 Results and discussion
3.1 Stability of the different conformers

In Fig. 3 and in the ESI† (Fig. S1) we report potential energy
surfaces (PESs) cuts calculated within a selection of different
methods. The figures are generated by keeping the a and c
lattice constants fixed, as obtained for the five symmetrical
structures (reported in the ESI† [Table TSII]) and by displacing
the atoms in the lattices with parallel sliding of contiguous
h-BN planes with respect to each other. A detailed description
of these results is given in the ESI.† The shapes of the PESs
confirm the stability of the AA0 and AB symmetrical structures,
which is backed up by the comparison of the total energies in
Table 1.

Furthermore, the AB0 point is located in a prominently flat
valley (or a soft groove in NC-SCAN and US-LDA). Although the
AA0 configuration is easily reachable upon simple sliding, the
AB0 stacking configuration seems to be metastable, leading to
possible interpretations of the experimental data related to
dynamical stability.26,52 The metastability of AB0 is particularly
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evident when examining the shape of the NC-SCAN PES reported
in the ESI† (Fig. S1, uppermost panel).

We calculated the energetic dispersion of the vibrational
modes for the five structures. We employed a wide selection of
methods and we provide an extensive description of our results
in the ESI.† While the G point frequencies of the AA0 variant
are reported in Table 2, we report in the ESI,† all the data for

the two other stable structures (Tables TSV and TSVI). A huge
effort in interpretation is necessary, since, due to the nature of
the systems and the elusive structure of the physical hetero-
geneity, the results obtained with different methods often lead
to contrasting conclusions. Based on our analysis (see Section
3.3), we selected the most significant dispersion schemes and
we report them in Fig. 4, confirming the stability of the stacking
structures AA0, AB and AB0.

3.2 Vibrational structure

Two vibrational modes are IR active in h-BN (Fig. 5, described
by the irreducible representations A2u and E1u), i.e. have IIR

n a 0.
The ratio between these two intensities can be informative
about the microscopical nature of the system99,100 and it is
thoroughly studied here. Only one vibrational mode is active in
Raman spectroscopy (E2g). The frequency of vibration of this
Raman active mode is degenerate with that of the IR active E1u

mode. Therefore, here we do not investigate Raman tensors.
In Fig. 6 we report the most significant (based on our analysis,

see Section 3.3) vibrational spectra for the three stable stacking
structures. The peak frequencies of the AB0 spectrum (1396 cm�1

and 751 cm�1) have higher values with respect to the two other
stable stackings: (1355 cm�1, 724 cm�1 in AA0 and 1357 cm�1,

Fig. 3 Potential energy surfaces (PESs) cuts originating from the symmetrical points of all five stackings. The cell parameters have been kept constant
(sourced from a full structural optimization). The PESs are calculated at the QE-PAW-PBE-D2 level of theory, by sliding of contiguous h-BN planes. Zero
points in the energy scales correspond to the energies of the symmetrical structures.

Table 1 Relative energies (meV/at) of the various h-BN stacking configurations,
with respect to the most stable configuration, calculated for every adopted
method

Method

AA0 AB AB0 A0B AA

P63/mmc P3m1 P63/mmc P63/mmc P%6m2

VASP PBE-D2a 0.27 0.00 2.34 15.60 18.48
PBE-D3BJa 0.32 0.00 2.04 15.63 18.29
PBE-TSa 2.80 0.76 0.00 15.98 17.72
SCAN + rVV10a 0.42 0.00 2.49 17.86 21.02

QE PBE-D2a 1.50 0.00 5.37 22.87 25.22
LDAb 0.61 0.00 2.19 12.09 13.18
PBE-TSc 0.22 0.00 1.81 9.26 9.96
SCANc 1.04 0.00 4.64 24.45 26.61

a Projector augmented-wave PP. b Ultrasoft PP. c Norm-conserving PP.

Table 2 Phonon frequencies at the G point (in cm�1) for the AA0 stacking of h-BN as calculated by different theoretical approaches and software
implementations and compared with experimental values taken from the literature. The same method used to calculate the IFC was used to obtain the
NA except where it is specifically stated otherwise. The same theoretical data are provided for the AB and AB0 stackings in the ESI (Tables TSV and TSVI)

Mode

VASP QE

ExperimentPBEa PBE-D2a (b) PBE-D3BJa PBE-TSa SCAN + rVV10a LDAb PBE-D2a (a) PBE-TSc PBE-TSc NA: PAW-PBEa SCANc

E2g
e 47 47 46 37 47 50 60 48 48 51 5134

51 63 53 53 51
B1g 126 88 119 138 129 113 182 131 131 113 —
A2u

d 745 742 744 744 741 751 722 756 756 736 767–81027–33

B1g 797 793 797 800 795 811 791 810 810 797 —
E2g

e 1354 1359 1354 1356 1381 1384 1350 1345 1345 1367 1369–137627,34,35

1384 1351 1345 1345 1367
E1u

d 1354 1359 1354 1356 1381 1384 1351 1345 1345 1367 1338–140427–33

E1u
d 1589 1593 1589 1591 1629 1615 1591 1570 1573 1596 161627

a Projector augmented-wave PP. b Ultrasoft PP. c Norm-conserving PP. d IR active modes. e Raman active modes.
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733 cm�1 in AB). The ratio between the intensities of the two
active absorptions is 12.129 in the AB0 structure which is con-
siderably higher with respect to the other two systems (8.211 in
AA0 and 9.500 in AB).

In Fig. 7 we extend our view and compare the ratios obtained
with three different theoretical implementations. The same
trend and peculiar behavior (RatioAB0 c RatioAB 4 RatioAA0)
are noticeable within all of the tested physical models. In the
Appendix we show how these numerical results are essentially
related to the geometrical structure. It is possible to compare
the resulting absorption functions with experimental infrared
spectra. To date there is no simple way to unravel the stacking
composition of samples (we are presenting it in this study)
available in literature. For this reason, we have gathered a number
of different experimental measurements without insights into
their conformational composition. This collection of data permits
us to give an assessment of the quality of the different calculations
and, in view of our theoretical results (Section 3.4, Appendix),
it works as a testing set for our semi-empirical method (see
Section 3.4).

In Fig. 8 and in Table 3, we report the peak frequencies of
the IR experimental set. For comparison with the theoretical
results we also report the ranges and average values in Fig. 6
and 9. A good agreement of the theoretical and experimental
data is noticeable in the values of the larger peak (Peak 2).
Concerning the second most intense peak (Peak 1), the frequencies
exhibit, instead, systematically lower values with respect to the
experimental range. In general, the experimental frequencies
show a wide variability (from 767 to 825 cm�1 for Peak 1 and
from 1338 to 1404 cm�1 for Peak 2). Significant trends can be
seen among the samples such as sample number 3 presents the
lowest values of both peaks. Comparing the two active peaks,
among Samples 1, 2 and 3 the whole spectrum shifts homo-
geneously while Samples 4 and 6 show a different and opposite

Fig. 5 (a–c) Graphical representations of the displacement eigenvectors
(green vectors) in the AA0 stacked h-BN for three IR or Raman active
modes at the G point (respectively indicated in Fig. 4).

Fig. 6 Calculated vibrational spectra for the three stable h-BN stacking
configurations using NC-PBE-TS IFCs and NA parts numerically obtained
adopting DFPT at the QE-PAW-PBE level. Red solid vertical lines indicate
the average experimental peak values among the six cited ones in Table 3
and blue vertical dotted lines indicate the experimental range (Table 3).

Fig. 4 Comparison of the phonon energy dispersions along high sym-
metry directions in the first Brillouin zone for five h-BN bulk systems.98 IR
or Raman active points are indicated as a, b and c and corresponding
displacements are depicted in Fig. 5.

Fig. 7 Calculated ratios between the absorption intensities of the two IR
active peaks in the vibrational spectra of the three stable h-BN stacking
structures (AA0, AB and AB0) by means of three different theoretical
implementations (for PAW-PBE we use Set a, Table TSI of the ESI†).
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order. The anomaly of Samples 4 and 6 is more noticeable when
comparing the two central insets in Fig. 8. The distance between
the two peaks in different samples is reported in the lower inset,
while the sum of the frequencies of the two peaks is reported in
the upper inset. This different behaviour of Samples 4 and 6
could arise from a number of factors involving systemic struc-
tural deformations deeply affecting the BN planar meshes, e.g.
ambient temperature, impurities, and other effects produced by
nanostructuring processes, the description of which goes beyond
the purpose of this work.

In Fig. 10 we report the ratios between the intensities of the
two peaks in the referred experimental works. The reported data
show a considerable variability, spanning from 2.64 of Sample 2 to
1.04 of Sample 3. Considering the ratios and not just the absolute
values enabled us to obtain direct information within an internal
standard mechanism.99 The variability in this parameter is related
to structural differences at the atomistic level. Emphasizing this
consideration is the complete lack of correlation between the data
reported in Fig. 10 and the width of the experimental peaks
measured at 1/2 of the peak height (reported in the inset of the
same Fig. 10), which instead is affected by the macroscopic
features of the specific measured materials (e.g. the grain size,
which affects the quasiparticle lifetime by being inversely propor-
tional to the probability of surface scattering events).5,100,101

The recent work by Amin et al.100 enforces our conclusions,
where a first analysis of their results suggests that the ratio
between the IR intensities is not due to chemical impurities.

As mentioned before, with the exclusion of the anomalous
Samples 4 and 6, the relation between peak values ratios (Fig. 10)

Fig. 8 Experimental peak frequencies from the infrared absorption spectra of bulk and flaked h-BN samples analyzed in the text (references in Table 3).
Red horizontal lines indicate the average values. Blue dotted lines enclose the reported experimental range. In the central insets we compare the
summed values and differences.

Table 3 Overview of results taken from experimental works concerned
with IR spectroscopy in the bulk and flaked h-BN samples. In the third
column we report the ratio between the two intensities of the main IR
absorption peaks as extrapolated from graphical data. In the fourth and
fifth column, the frequencies of the two IR active peaks are given

Label Source Ratio Freq. 1 (cm�1) Freq. 2 (cm�1)

Sample 1 Ref. 28 1.805 802 1365
Sample 2 Ref. 29 2.636 805 1381
Sample 3 Ref. 30 1.043 767 1338
Sample 4 Ref. 31 1.282 825 1378
Sample 5 Ref. 32 1.236 810 1390
Sample 6 Ref. 33 1.737 777 1404

Fig. 9 Vibrational spectra calculated for the AA0 stacking configuration of
h-BN with different theoretical approaches, as described in the legend (for
PAW-PBE we use Set a, Table TSI of the ESI†). The details of Peak 1 and
Peak 2 regions are shown in the insets. Red solid vertical lines indicate the
average experimental peak values and blue vertical dotted lines indicate
the experimental range limits (among the six spectra in Table 3).
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and peak frequencies (Fig. 8) is obvious. Samples 2 and 3 show
the highest variability. We reasonably hypothesize that the
experimental variability (Fig. 8 and 10) is due to different
conformational compositions, including the stacking variants,
of the referred samples. Following this hypothesis, we deduce
that compared with our theoretical results reported in Fig. 6,
Sample 2 contains the highest amount of AB0 stacked material
in our experimental set, while Sample 3 contains the lowest amount
of it.

3.3 Accuracy of the model

In Fig. 9 we report the results of calculated vibrational spectra
obtained with different theoretical implementations for the AA0

stacked system. For an easy comparison, the experimental
averaged values and range limit lines are shown in the same
graphical scheme. Analogous data, calculated for the other two
stable variants are reported in the ESI† (Fig. S2 and S4). The
agreement between experimental and theoretical values is parti-
cularly satisfactory regarding the most intense peak (E1u mode,
Peak 2), among all of the considered theoretical perspectives.

The calculated vibrational frequencies of the A2u mode (Peak 1)
lie below the lower limit of the experimental range of variability
for all employed methods. The presented models underestimate
the energy necessary for the A2u vibrational movement (see Fig. 2).
As seen in Fig. 9, changing only the NA part of the dynamical matrix
does not produce significant changes in the peak frequencies. The
differences among the results obtained in the calculated frequencies
are mainly attributable to the IFC part.

There are several aspects of the vibrational spectra that
indicate the accuracy of the employed method. The first criterion
to assess the accuracy is the distance of the frequencies of
vibration for the A2u mode (corresponding to Peak 1) from the
lower edge of the experimental range (see the Peak 1 enlarge-
ment, in the lower part of Fig. 9). In regard to this, the best
performance is achieved by the NC-PBE-TS IFC, while the worst
results are produced by the PAW-PBE-D2 IFC. A second assess-
ment criterion are the computed intensities of the two IR active

peaks. In particular one should consider the ratio between the
values of the two peaks,99 as discussed in Section 3.2.

The gathered experimental values of peak ratios (Fig. 10 and
Table 3) span a considerably narrower interval and have a lower
average with respect to the calculated ones. E.g. with QE-PAW-PBE-
D2 IFC, the theoretical range goes from 8.13 (with QE-PAW-PBE NA
part) to 11.27 (with NC-PBE-TS NA part). In Fig. 11, we report a
wide collection of calculated ratios, using different theoretical
approaches for both the IFC and NA parts. From the comparison,
it is clear that the main source of variability is the NA part of the
dynamical matrix. Analyzing the two inserts of Fig. 9, we notice
that the variability in the value of IR active peak ratios, mainly
derives from the intensities of Peak 1.

A general consideration of the two assessment criteria shows
a substantial failure of the employed methods (DFT with the
common dispersion corrections) in the description of the A2u

vibrational mode physics. Since the dynamics of this mode
reflect predominately the stacking interactions in h-BN, this
failure indicates the unsuitability of the model for use in the
description of stacking dynamics of our system.

It seems that one method cannot correctly describe both the
IFC as well as NA part of the dynamical matrix. This can be
shown for the NC-PBE-TS, which delivers the best performance
in the calculation of the IFC, while being the worst method in
calculating the NA, and vice versa, for the PAW-PBE-D2 method.

This is to be expected since it is well known that the GGA
methods describe the covalent bonds in a superior way with
respect to the LDA methods. We show that LDA exhibits surpris-
ingly good performances in the calculation of phonon frequen-
cies and an average performance regarding the reciprocal
intensities of absorption peaks which has also been observed
in previous works.17,40,55,57 US-LDA is a theory of intermediate
quality for both assessment criteria. The best results overall were
obtained using a complex approach implementing GGA (IFC:
NC-PBE-TS, NA: QE-PAW-PBE).

In the Appendix we rigorously show, in an original manner,
how the results obtained by varying the theoretical approaches
can give dynamical information about the process of charge

Fig. 10 Experimental ratios between the two main IR absorption inten-
sities in six different experimental measurements performed on bulk and
flaked h-BN, taken from the literature and published by independent
research groups (Table 3). In the inset: for the same experimental spectra
(Table 3), a comparison among the full width at half maximum (FWHM) of
the main absorption peak (Peak 2).

Fig. 11 Calculated ratios between the two IR active absorption intensities
in vibrational spectra obtained for the simulated AA0 stacking structure of
bulk h-BN with different theoretical implementations (for PAW-PBE we
use Set a, Table TSI of the ESI†).
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density fluctuation related to the A2u vibrational mode. Following
this consideration, we can assert that the effective charge density
resulting from the US-LDA calculation (restricting the assertion
only to the nitrogen hypothetical polar cones, see the Appendix), is
more similar to the ‘‘apparent charge density’’ r(Q)(r) of the real
system than the one produced by NC-PBE-TS, but less similar to it
than the PAW-PBE effective charge density. In this regard LDA is
effectively considered to be a well-performing theory. On the other
hand, the good performances of LDA also depend on its poor
description of the covalent bonds: the underestimation of the
bond strengths results in an underestimation of the spring recall
forces which compensate the inadequacy of the models to account
for the van der Waals stacking interaction.

3.4 Semi-empirical calculation of the dielectric dynamical
parameters

The results reported in Fig. 12 are obtained on fictitious systems,
which are produced by arbitrary shortening of the c structural
parameter from the fully optimized structures QE-PAW-PBE-D2
(cell parameters in the ESI† [Table TSII]), without any further
geometrical optimization. The figure displays the ratio, calcu-
lated between the IR absorption peaks, as a function of the
shortening percentage. The data are obtained employing the
best performing methods among the tested ones, as discussed in
the previous section. The Lorentz broadening functions are
always applied separately to each phonon spectral line (Peak 2
is composed by four spectral lines, Peak 1 by one spectral line).

We interpolate the AA0 and AB points with parabolic functions
and the AB0 points with a twelfth degree polynomial function. The
AB0 function lies systematically above the other two, presenting
consistently higher values of ratios. The trend of the AB0 function
exhibits an asymptotic behavior at about 35%, making it unrea-
sonable to choose any higher number (at least for the specific AB0

configuration).
As an educated guess, we use, here, the same value of shortening

(in percentage, starting from the respective optimized geometries)

for the three stable systems. The choice of the shortening is arbitrary
and is presented here as a first attempt (expected to be debated in
subsequent contributions) to obtain bits of information about the
microscopical stacking composition of real samples in a simple way.
We propose an optimal shortening of 32.94% of the c parameter.
The decision comes from the consideration that experimental
Sample 3 is purely composed by AA0 stacked material. The chosen
value corresponds to the vertical line drawn at the intersection
between the AA0 function in Fig. 12 and the Sample 3 horizontal
line, in the same figure.

In Section 2.3 we showed how the construction of fictitious
systems, with a shortened structural parameter perpendicular
to plane directions, permits one to obtain a spatial charge
density function more similar to the effective function r(Q)(r),
at least in the nitrogen polar cones (RHP,yHP). A detailed discus-
sion of these aspects is given in the Appendix.

The real space charge density functions rfict
(QE-PAW-PBE)(r) of

these fictitious systems are proposed, here, as the best obtained
approximation of r(Q)(r) (in the described regions of space).
Nitrogen xz sections of rfict

(QE-PAW-PBE)(r) and the resulting NA para-
meters, calculated by numerical implementation of DFPT QE-PAW-
PBE, are reported in the ESI† (Fig. S6, S7 and Table TSIV).

The vibrational spectra calculated with these NA parameters
and NC-PBE-TS IFC matrices are reported in Fig. 13. The
calculated ratios (RxAA0, RxAB and RxAB0) are reported in the
inset of the same figure. Note that the Lorentz broadening
functions are always applied separately to each phonon spectral
line (i.e. Peak 2 is composed by four spectral lines, Peak 1 by
only one spectral line). Linear convolutions of these functions
can reproduce exactly the experimental lines and the results of
this trial calculation are shown in Table 4. Note that, to obtain
these values, the IR spectra of Fig. 13 must be shifted in
frequency in order to have a correspondence of the peaks.
The multiplicative coefficients are reported as calculated frac-

Fig. 12 Calculated ratio between the two IR active absorption intensities
for the three stable stacking structures of h-BN reported as functions of
the shortening percentage applied to the c structural parameters. Each
point results from numerical calculation of the relevant NA parameters and
IR absorption spectral function. The continuous interpolation lines are
calculated by fitting second degree polynomial expressions for AA0 and AB
and a twelfth degree polynomial for AB0. The horizontal (blue) line is drawn
at 1.043 (Sample 3 of the experimental set). The vertical (blue) line (32.94%)
intercepts the horizontal one and the AA0 interpolation line.

Fig. 13 Vibrational spectra calculated for the three stable stacking struc-
tures of h-BN by NC-PBE-TS (for the analytical IFCs) and semi-empirical NA
parts of the dynamical matrices obtained with fictitious systems (as explained
in Section 3.4). Dotted lines are obtained by graphical extrapolation of
selected points from the cited experimental works29,30 (for these, the
measured percentage of absorbance is given, not arbitrary units) and are
reported for comparison purposes.
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tions (AA0(%), AB(%) and AB0(%)) of the three different stacking
conformations. Again, we point out that these results are based
on reasonable (but arbitrary) hypotheses, nevertheless, they
show the ease of access of the stacking information with infrared
spectroscopy.

The hypothesis that the remarkably low value of intensity
ratio between the two IR peaks in Sample 3 is produced by an
almost exclusive presence of the AA0 stacking variant means
that, in accordance with our dynamical model, we decide to
exclude a purely enthalpic behaviour (namely a constant, almost
unitary ratio, between the amounts of AA0 and AB variants in all
of the samples). An enthalpic description, in fact (e.g. applied to
Sample 3 : 50% AA0, 50% AB and absence of AB0) would result in
a shortening percentage above the asymptote for AB0, contrasting
one of our assumptions (the same shortening percentage should
be suitable for the three variants). Enthalpic considerations have,
nevertheless, been applied in the case of multiple solutions,
keeping the fraction of AB0 as the lowest possible.

4 Conclusions

We compared the phononic structures of five possible stacking
configurations of bulk h-BN with experimental outcomes (gathered
here from literature review). The comparison is based on two
distinct criteria: (1) the agreement between the calculated pho-
nonic frequencies (of selected vibrational modes, active in
infrared or Raman spectroscopy, at q = G) and the experimental
counterparts and (2) the evaluation of the ratio between the
intensities of the two IR active peaks.

We provided results for different DFT theoretical implemen-
tations, comparing GGA, SCAN and LDA functionals, as well as
NC, US and PAW pseudopotential approximations and different
treatments of the van der Waals dispersion correction. Differ-
ently from what was previously reported by other authors, we
obtained better results from GGA functionals rather than from
LDA, nevertheless contradictory conclusions with respect to the
investigated PP approximations, finding that the FHI Troullier–
Martins NC PP implementations produce a better agreement of
the eigenvalues with respect to experimental measures, while
Kresse–Joubert PAW PP deliver better performances in approaching

the experimental order of magnitude regarding the ratios between
IR absorption intensities. LDA is presented as a uniform theoretical
description, able to sufficiently describe the vibrational properties
of bulk h-BN. Here we found, instead, that a complex theoretical
approach, based on GGA, better resolves the heterogeneous physics
of the examined systems and produces a closer agreement with
respect to the experimental numbers. We reported, instead, little or
no influence on the results from the different formal treatments of
the van der Waals dispersion corrections.

The analysis of the PES surfaces produced by parallel shifting
of h-BN planes confirms the stability of the AA0 and AB struc-
tures. Besides these, the surrounding area nearby the AB0

symmetry point presents the features of a wide plateau and
significant dynamical stability for this configuration can be
reasonably advanced. An extensive analysis of the energy disper-
sion schemes for the phononic modes confirmed these hints for
stability.

A dynamical stability of the AB0 conformation, variable upon
experimental conditions, produces a systematical presence, in
different amounts, of this structured material in real samples.
This conclusion would theoretically explain the reported wide
range of experimental variability for the ratio between the
intensities of the two IR active peaks. Our study resulted in a
confirmation, never reported before, that the signal from the
AB0 stacked variant (ratio between the intensities of the two IR
active peaks) is clearly distinguishable and informative. Our
results have been directly related to (and confirmed by) purely
geometrical considerations (Appendix, see Fig. 15 at a glance),
by means of an effective charge density method (called here
‘‘apparent charge density’’, citing Cochran and Cowley70). We
proposed a simple semi-empirical way for the calculation of the
non-analytical part of the dynamical matrices (Born Q matrices
and dielectric tensors) for layered systems. We showed, pre-
senting a wide amount of theoretical data, that a multifaceted
physical approach is necessary and that an effective charge
density method could turn out to be the most convenient
pathway for it in layered systems.

In view of our theoretical findings, we invite you to consider
the possibility that a significant amount of information about
the h-BN stacking variability of multilayered real systems could
be simply extracted by the exclusive use of infrared spectro-
scopy and vibrational analysis. An early experimental applica-
tion of it (very recent) can be found in Harrison et al.99 Due to
the lack of theoretical literature on the matter, the cited authors
do not fully depict the problem, which is, instead, clearly
explainable accounting the results presented here.

As this is a first theoretical effort, it is clear that more
extended studies (stacking-specific [peculiar] experimental data
sets, validation methods and theoretical models) are expected,
to enable any application of these conclusions.
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Table 4 Hypothetical compositions of the cited experimental samples,
following the premise that Sample 3 is purely composed by AA0 stacked
material. With the coefficients in this table, the linear convolution of the
three stacking specific spectra reported in Fig. 13 (shifted in frequency in
order to superimpose the two peak values) exactly reproduces the experi-
mental results (reported in Column 3)

Label Source Exp. ratio AA0 (%) AB (%) AB0 (%)

HYPOTHESIS
Sample 3 Ref. 30 1.043 100.00 0.00 0.00

) CALCULATION
Sample 1 Ref. 28 1.805 30.74 51.00 18.27
Sample 2 Ref. 29 2.636 9.27 51.00 39.73
Sample 4 Ref. 31 1.282 59.29 40.02 0.69
Sample 5 Ref. 32 1.236 66.75 32.53 0.72
Sample 6 Ref. 33 1.737 30.39 55.04 14.56
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Appendix
Derivation of the dielectric dispersion dynamics from geometry

By the definition of ‘‘apparent charge density’’ given above
(Semi-empirical description, Section 2.3) and in view of the
obtained numerical results reported in Fig. 11, considering the

calculated DFPT Q�abs and e as numerical counterparts of the Q
matrix elements and e(N) matrices as defined in the current
work (Methods Section 2.1), in a conical system of coordinates
centered on the nitrogen nuclei:

dxdydz ¼ dR sinf tan ydRþ R cosf tan ydfþ R sinfdy
cos2 y

� �

� �R sinf tan ydfþ cosf tan ydRþ R cosfdy
cos2 y

� �
;

(7)

it is possible to state, with respect to the nitrogen nuclei, the
existence of polar cones of space (RPC,yPC), characterized by:

PðNC-PBEÞðRPC; yPCÞ � PðUS-LDAÞðRPC; yPCÞ
� PðPAW�PBEÞðRPC; yPCÞ � PðQÞðRPC; yPCÞ; (8)

where P(x)(RPC,yPC) are integrated charge densities in the fraction
of space included in the polar cones. The indices (x) represent
the different theoretical methods used to obtain the charge
density functions r(x)(R,y,f). yPC is the conical angle, RPC is the
cone height along the z axis and f is the xy planar angle:

PðxÞðRPC; yPCÞ ¼
ðð

R�RPC;y�yPC
dRdy

ð2p
0

rðxÞðR; y;fÞdf: (9)

r(Q)(R,y,f) is the ‘‘effective charge density’’ as given above.
We plausibly hypothesize the existence of a second type of

nitrogen polar cones, which we define by the hypothetical para-
meters RHP and yHP, in which:�

rðNC-PBEÞðR; y;fÞ � rðUS-LDAÞðR; y;fÞ � rðPAW�PBEÞðR; y;fÞ

� rðQÞðR; y;fÞ
�
R�RHP;y�yHP

: (10)

Stated the properties of the radial solutions of the Schrödinger
equation, RHP can be chosen in order to be:

R4RHP½ �y�yHP
)

@rðNC-PBEÞðR; y;fÞ
@R

�

¼
@rðUS-LDAÞðR; y;fÞ

@R

¼
@rðPAW�PBEÞðR; y;fÞ

@R

	
:

(11)

In this case RHP is smaller than the atomic radius of nitrogen atom
(0.65 Å) and the validity of eqn (10) depends only on the choice of
yHP. A right choice of it implies that the different charge densities
reported in Fig. 14, concerning just the part of space included in
hypothetical cones (RHP,yHP), approximate different phases of the
fluctuation process of the charge density, relevantly to the A2u

vibrational mode (Peak 1) in purely crystalline, homogeneously
stacked real systems.

Fig. 14 (a–c) Valence electronic charge density functions (recalculated
with a 40 � 30 � 20 Monkhorst–Pack k-points grid in the first Brillouin
zone of an equivalent orthorhombic unit cell), in the nitrogen xz real plane
(atomic centres in the middle of the panels) for the optimized AA0 stacked
structure, obtained by means of three different theoretical methods: (a)
NC-PBE, (b) US-LDA, (c) PAW-PBE (Set a). In insets (d and e): normalized
difference functions between charge densities calculated with different
methods as reported in the bottom-left of the panels (where a–c are the
functions depicted in the left panels, NC-LDA: PW cutoff 2041 eV for
diagonalization, 8163 eV for the charge density). Light blue lines indicate
the projections of polar cones in which it is not possible to identify an
angular order in the morphological structure of the isoline systems. In
Panels a, b and c, the 0.5718 e a0

�3 isolines of charge density are high-
lighted in green. Close-up details in the ESI† (Fig. S7).
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In Fig. 14 we highlight conical regions in the poles of nitrogen
atoms, in which no angular structure is detectable in the reported
charge density functions.

An important radial structure can be described (truncated
spherical crown, colored in hues of red in all of the panels in
Fig. 14) extended from 0.2 to 0.4 Å from the nitrogen nuclei.

Analyzing the difference functions, panels d and e in Fig. 14,
we notice that the regions colored in red are the same ones,
presenting high values of difference. Stated the polarization of
the A2u mode along the z axis, it could be easily shown mathe-
matically that the hypothetical cones (RHP,yHP) are contained in
the light blue section lines of Fig. 14. In this hypothesis
(existence of [RHP,yHP]), the red truncated spherical crowns from
0.2 to 0.4 Å in the polar regions of nitrogen atoms are places of a
major charge density variation in the fluctuation movement
associated to the A2u vibrational mode (Peak 1).

In Fig. 15, we report, instead, the electronic charge density
functions calculated in displaced structures, i.e. structures in which
displacement vectors have been applied to atoms as resulting from
phonon eigenvectors (A2u vibration mode: IR Peak 1, G point).
A macroscopic difference can be observed among the functions
calculated from different stacking geometries. This difference is
well depicted from the 0.5718 e a0

�3 isoline in Fig. 15 (marked in

green), and is contained exactly in the highly fluctuating region
(red truncated spherical crown from 0.2 to 0.4 Å from nitrogen
nuclei) and noticeable in the polar regions of nitrogen atoms
(see the light blue conic lines in Panel c, Fig. 15), relating
the higher ratio between the IR active absorptions of the AB0

structure (Fig. 7) to simple geometrical considerations.
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